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This talk is concerned with the efficient computation of the smallest eigenvalues and
the corresponding invariant subspace of an FE-discretized self-adjoint and elliptic par-
tial differential operator. We demonstrate an implementation of block-Krylov subspace
iterations in the AMP Eigensolver software (http://www.math.uni-rostock.de/ampe)
which combines adaptive mesh refinement with preconditioned iterations for matrix
eigenproblems. Further, we report on recent results [5] on the convergence analysis
of block-Krylov subspace iterations. Therein an estimate by Saad [1] is improved by
changing the underlying auxiliary vectors, and an estimate by Knyazev [2] is generalized
based on our previous results on blockwise gradient iterations [3] and restarted Krylov
subspace iterations [4].
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